
Full course, Dalian University of Technology (DUT), 2023 

Advanced Artificial Intelligence Technologies and Applications

Fri Mar 31, 2023 1Tutorial 1: MLP NK.IA

Artificial Neural Networks

• ANN is composed of input and output layers, and one or 

more hidden layers containing many interconnected 

neurons. 

• ANN is a machine learning process that uses interconnected 

neurons in a layered structure similar to the human brain. 

• ANN is a universal computational model that mimics the 

human brain in its main function of adaptive learning.

• ANN is an artificial intelligence technology that teaches 

computers to learn from data and make generalizations. https://www.javatpoint.com/artificial-neural-network
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Multi-Layer Perceptrons (MLP)

• MLP is a type of Artificial Neural Network that can learn a non-
linear function that maps inputs to outputs based on a labeled 
training dataset. 

• MLP is a feed-forward network that is trained using a 
backpropagation algorithm.

• MLP is a deep learning method that can be applied to a wide range 
of supervised learning problems, such as classification, regression, 
and pattern recognition 

• MLP may learn to discriminate or approximate data based on the 
output labels, by adjusting the weights in the network during 
training to minimize the difference between predicted and actual 
output. After trained, MLP may be used to predict the output label 
for new input data.
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www.theneucom.com

http://www.theneucom.com/
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• NeuCom is a generic modular open architecture for fast data 
analysis, fast model prototyping, data development, patterns 
learning, knowledge discovery, and visualization. 

• NeuCom algorithms use traditional and novel techniques for 
intelligent data analysis and system development.

• NeuCom software provides computational methods for 
classification, regression, and pattern recognition.

• NeuCom is used worldwide, www.theneucom.com offers a free 
copy for research purposes.
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www.theneucom.com

http://www.theneucom.com/
http://www.theneucom.com/
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NeuCom Modules 
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The Iris flower dataset is widely used in machine learning and pattern 

recognition. It includes measurements of the sepal length/width and petal 

length/width of 150 samples of iris flowers, 50 samples from each of three 

different species: Iris setosa, Iris versicolor, and Iris virginica.

Each sample in the dataset is labeled with the iris flower species, making this a 

supervised learning problem. The objective is to design an MLP model that can 

predict the species of an iris flower given its measurements.
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Iris time series dataset consists of 150 iris plants. 

Four Features: sepal length/width, petal length/width.

Three Classes: Setosa, Versicolor, and Virginica. 

Iris dataset modelling for classification.

Modelling method: MLP.

Iris dataset split 20/80 training-learning ratio.
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MLP Classification Model: IRIS Flower Dataset
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MLP Classification Model: Data Loading

Load Data File
Save Data File
Exit

iris.csv
iris_Random_20%.csv …. for training
iris_Random_80%.csv …. for testing

SPLIT
20



Full course, Dalian University of Technology (DUT), 2023 

Advanced Artificial Intelligence Technologies and Applications

Setosa Versicolor           Virginica

sepal_length

sepal_width

petal_length

petal_width
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Multi-plotting 2D visualization

MLP Classification Model: Input and Visualisation
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MLP Classification Model: Parameters, Modelling and Analysis

❑ Number of observations for training

❑ Number of inputs (4) and outputs (1 class)

❑ Specify number of hidden nodes

❑ Specify the max number of Iterations.

❑ Specify the absolute precision required for the output value & 

output function in both optimizations.

❑ MLP model uses linear output activation function 

❑ MLP model uses scaled conjugate gradient optimization or 

quasi-newton optimization

❑ Confusion table; Accuracy for each class; and Learning rate.

❑ Overall Model’s Accuracy.
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MLP Classification Model: Parameters, Modelling and Analysis

❑ Number of observations for testing

❑ Same number of inputs (4) and outputs (1 class)

❑ Same number of hidden nodes

❑ Same max number of Iterations.

❑ Same absolute precision for output value & output function in 

both optimizations.

❑ MLP model uses linear output activation function 

❑ MLP model uses scaled conjugate gradient optimization or 

quasi-newton optimization

❑ Confusion table; Accuracy for each class; and Learning rate.

❑ Overall Model’s Accuracy = 97%.
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MLP Classification Model: Parameters, Modelling and Analysis

❑ Number of observations for testing

❑ Same number of inputs (4) and outputs (1 class)

❑ Same number of hidden nodes

❑ Same max number of Iterations.

❑ Same absolute precision for output value & output function in 

both optimizations.

❑ MLP model uses linear output activation function 

❑ MLP model uses scaled conjugate gradient optimization or 

quasi-newton optimization

❑ Confusion table; Accuracy for each class; and Learning rate.

❑ Overall Model’s Accuracy = 97%.
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MLP Prediction Model: Gas Furnace Dataset
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The gas furnace dataset for time series analysis contains the gas rate and the 

percentage CO2 in the gas.

Gas furnace time series dataset consists of 292 observations. 

Two input features: Methane and CO2

One output feature: CO2(t+1) = f (Methane(t-4), CO2(t) , ε)

dataset modelling for Prediction.

Modelling method: MLP.

Gas furnace dataset split 30/70 training-learning ratio.
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MLP Prediction Model : Data Loading

Load Data File
Save Data File
Exit

Gasfurnace.csv
Gasfurnace_Normalised.csv
Gasfurnace_Normalised_Sequential_30%.csv …. for training
Gasfurnace_Normalised_Sequential_70%.csv …. for testing

SPLIT
30NORMALISE
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Methane(t-4)              CO2(t)
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MLP Prediction Model: Input and Visualization
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❑ Number of observations for training in normalized dataset.

❑ Number of inputs (2) and outputs (1)

❑ Specify number of hidden nodes

❑ Specify the max number of Iterations.

❑ Specify the absolute precision required for the output value & 

output function in both optimizations.

❑ MLP model uses linear output activation function 

❑ MLP model uses scaled conjugate gradient optimization or 

quasi-newton optimization

❑ Outputs; Errors; and Learning rate.

❑ RMSE & NDEI defined as RMSE / StDev of the target series.

MLP Prediction Model: Parameters, Modelling and Analysis
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❑ Number of observations for testing in normalized dataset.

❑ Same number of inputs (2) and outputs (1)

❑ Same number of hidden nodes

❑ Same max number of Iterations.

❑ Same absolute precision required for output value & output 

function in both optimizations.

❑ MLP model uses linear output activation function 

❑ MLP model uses scaled conjugate gradient optimization or 

quasi-newton optimization

❑ Outputs; Errors; and Learning rate.

❑ RMSE = 4%.

MLP Prediction Model: Parameters, Modelling and Analysis
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❑ Number of observations for testing in normalized dataset.

❑ Same number of inputs (2) and outputs (1)

❑ Same number of hidden nodes

❑ Same max number of Iterations.

❑ Same absolute precision required for output value & output 

function in both optimizations.

❑ MLP model uses linear output activation function 

❑ MLP model uses scaled conjugate gradient optimization or 

quasi-newton optimization

❑ Outputs; Errors; and Learning rate.

❑ RMSE = 4%.

MLP Prediction Model: Parameters, Modelling and Analysis
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Assignment:

1. Download NeuCom.

2. Use the attached iris.csv to model MLP for classification. 

1. Use split ratio of 50/50 and check the accuracy.

2. Change the number of training cycles to 50. check accuracy.

3. Use the attached gasfurnace.csv to model MLP for prediction. 

1. Use split ratio of 50/50 and check the accuracy.

2. Change the number of hidden nodes to 10. check accuracy.

4. Email results to nkasabov@aut.ac.nz & iabouhassan@tu-sofia.bg

mailto:nkasabov@aut.ac.nz
mailto:iabouhassan@tu-sofia.bg
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