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Outline

• Introduction - Distributional Semantics
• Word embeddings (word2vec and others)
• Transformers and Language Models for Bulgarian
• Word Sense Disambiguation as a motivating task
• Generation of Pseudo Corpora
• Conclusions and Future Work
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NLP Tasks

• Intrinsic tasks (tasks related to phenomena in the natural languages)
• Tokenization
• Part-of-speech tagging
• Lemmatization
• Parsing (constituent or dependency syntax)
• Named Entities Recognition, Linking 
• Word Sense Disambiguation
• Coreference Resolution
• Textual Entailment
• Speech recognition and generation
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NLP Tasks

• Extrinsic tasks (solving a real problem related to language data)
• Machine Translation
• Information Retrieval
• Question Answering
• Dialogue Systems
• Information Extraction
• Summarization
• Sentiment Analysis
• Opinion Mining
• Speech recognition and generation
• Chatbots – Elisa (1966), Alexa, Siri, ChatGPT …
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Neural Network in NLP (Periods)

• 2000-2001 Ancient periods  Kiril Simov, Petya Osenova. A Hybrid System 
for MorphoSyntactic Disambiguation in Bulgarian. In: Proc. of the RANLP 2001 
Conference, Tzigov Chark, Bulgaria, 5-7 September 2001. pages 288-290

• 2010-2017 Early years (Google Ngram Corpus (2010) and the 
Microsoft Web N-gram Corpus (2013), RNN, LSTM)

• 2017-2019 Emergence of Transformers (Vaswani et al. - the 
transformer architecture using self-attention to model the relationships 
between words in a sentence)

• 2019-present GPT Hype (GPT-3 and GPT-4, RLHF, The Pile, LlaMa, 
Alpaca, Lora…..)



A Typical Neural Network Architecture for 
NLP Task (Machine Translation)
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Important question: what is the input and the output of the NN? How is it represented?



Distributional Semantics

Distributional semantics is a research area that develops and studies 
theories and methods for quantifying and categorizing semantic 
similarities between linguistic items based on their distributional 
properties in large samples of language data
Linguistic items with similar distributions have similar meanings 
"A word is characterized by the company it keeps" Firth (Wikipedia)
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Distributional Semantics Modeling

• Linear algebra as computational tool and representational framework
• Distributional information in high-dimensional vectors
• Distributional/semantic similarity in terms of vector similarity

• Topical similarities
• Paradigmatic similarities
• Syntagmatic similarities
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Distributional Semantics Modeling

Computational models implementing distributional semantics:
• Latent semantic analysis (LSA),
• Hyperspace Analogue to Language (HAL),
• Syntax- or dependency-based models,
• Random indexing, 
• Semantic folding, and 
• Various variants of the topic model
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Distributional Semantics Modeling

Distributional semantic models differ primarily with respect to the following 
parameters:
• Context type (text regions vs. linguistic items)
• Context window (size, extension, etc.)
• Frequency weighting (entropy, pointwise mutual information, etc.)
• Dimension reduction (random indexing, singular value decomposition, etc.)
• Similarity measure (cosine similarity, Minkowski distance, etc.)
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Word Embeddings

Word embedding is the collective name for a set of language modeling 
and feature learning techniques in natural language processing (NLP) 
where:
• Words or phrases from the vocabulary are mapped to vectors of real 

numbers with relatively small dimension 
• Conceptually it involves a mathematical embedding from a space with 

one dimension per word to a continuous vector space with much lower 
dimension
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Example

• BTB Tagset contains 680 tags – one-hot vector needs 680 positions if 
each tag is taken as atomic unit

• If each category is taken separately then we have a combination of 
several one-hot vectors:

• One for POS – 10 positions
• One for Gender – 3 positions
• One for Number – 2 positions
• One for Tense – 3 positions, and … Aspect, Transitivity, … 
• The whole vector is 27 positions

SS-N3BG 2023, Sozopol, Bulgaria, 20 September, 2023 12



Example

• In Inflection Lexicon there are about 70000 lemmas and over 1 200 
000 forms – one-hot vector needs 1200000 positions

• Each tag (element of the paradigm) as 27 positions and for each 
element of the paradigm the forms for each lemma we will have 27 + 
70000 = 70027 positions

• If we use the semantic categories from WordNet we will have 27 + 45 
+ 15000 = 15072 positions
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Example

• Bulgarian Nouns: 7 + 5 + 4 = 16: 
• [Nmsi, Nmsh, Nmsf, Nmpi , Nmpd, Nmti, Nmsiv, Nfsi, Nfsd, Nfpi, Nfpd, 

Nfsiv, Nnsi, Nnsd, Nnpi, Nnpd]
• жено : [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0]
• Grammatical features: [N, m, f, n, s, p, t, i, h, d, v] 
• жено : [1, 0, 1, 0, 1, 0, 0, 1, 0, 0, 1]

• POS : [N,V,A,M,D,P,R,T,C,I]
• чел : [0, 0.5, 0.5, 0, 0, 0, 0, 0, 0, 0]
• челият : [0, 0.2, 0.7, 0, 0, 0, 0, 0, 0, 0]
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Word Embeddings

In linguistics word embeddings were discussed in the research area of 
distributional semantics. 
• word2vec (2013) is a word embedding toolkit which can train vector 

space models faster than the previous approaches
• Most of new word embedding techniques rely on a neural network 

architecture instead of more traditional n-gram models and 
unsupervised learning

SS-N3BG 2023, Sozopol, Bulgaria, 20 September, 2023 15



Continuous bag-of-
words (CBOW)
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Skip-gram
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Word Embeddings Open Questions

• What are the other relations that encoded in word embeddings? Just 
semantics? Grammar? World facts?

• Coverage  of word embeddings. If w1 is frequent and w2 is rare are the 
learnt features the same? Is it possible to measure the coverage?

• Bilingual word embeddings. Mapping between word embeddings for 
two languages – linear transformation

• Linear transformations for feature transfer between different 
embeddings and within the same embeddings

• NB: Embeddings for ambiguous words are in one vector!
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Word Embeddings Training and Evaluation

Where are the features encoded in order to train Word Embedding 
Vectors?
• Paradigmatic and Syntagmatic relations in text: in large amount of 

texts there are enough contexts to highlight some (all) semantic 
relations

• Paradigmatic and Syntagmatic relations in knowledge graphs and 
language resources: artifacts in which these relations are already 
represented: WordNet, FrameNet, VerbNet, Wikipedia, DBpedia, 
Wikidata, … 

• Factual Information (World Knowledge)
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Developing Transformer-Based Language 
Models for Bulgarian
A paper presented at the RANLP Conference 2023, Varna, Bulgaria, 
September 2023:

Iva Marinova, Kiril Simov and Petya Osenova. Transformer-Based 
Language Models for Bulgarian. RANLP 2023, pp 708-716
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• The Transformer Architecture is 
based on the notion of 
encoder/decoder blocks

• The blocks are stacked in 
sequences – 6, 12, … 

• Language models can use the 
whole architecture (T5), encoder 
part (BERT), decoder part (GTP)
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Transformer Architecture Overview



A Transformer Neural Network Architecture 
for Machine Translation
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The Data for Training Bulgarian Transformes

• Trustworthy online sources
• Topic classification
• Sentiment classification
• Hate speech classification
• Final dataset ~ 30G
• In period between 01.2015-12.2021
• Balanced topics and sentiment
• Deduplicated
• Filtered out offensive language



Tokenization - BG-NEWS-BERT

• Pre-training of Bert WordPeace Tokenizer on the dataset
• Vocab size = 30 000
• Lowercase
• Added [MASK], [CLS], [PAD], [SEP], [UNK] tokens
• https://huggingface.co/usmiva/bert-web-bg

https://huggingface.co/usmiva/bert-web-bg


Training Stats - BERT-NEWS-BG
• hidden_act:"gelu"
• hidden_dropout_prob:0.1
• hidden_size:768
• initializer_range:0.02
• intermediate_size:3072
• layer_norm_eps:1e-12
• max_position_embeddings:512
• model_type:"bert"
• num_attention_heads:12
• num_hidden_layers:12
• pad_token_id:0
• use_cache:true
• vocab_size:30001



Results - BERT-NEWS-BG
• "epoch": 3.0,
• "eval_accuracy": 0.6906063124235521,
• "eval_loss": 1.4509799480438232,
• "eval_runtime": 5230.4957 ~1.45h,
• "eval_samples": 432388,
• "eval_samples_per_second": 82.667,
• "eval_steps_per_second": 2.584,
• "perplexity": 4.267294193497874,
• "train_loss": 3.0939811468297327,
• "train_runtime": 276726.3152 ~77h,
• "train_samples": 3455772,
• "train_samples_per_second": 37.464,
• "train_steps_per_second": 1.171



Results when Finetuning on BSNLP NER

Model Loss P R F1 EVT F1 LOC F1 ORG F1 PER F1 PRO F1

bert-base-
multilingual-
cased

0.22 0.85 0.85 0.85 0.96 0.91 0.84 0.47 0.33

rmihaylov/bert-
base-bg

0.22 0.86 0.84 0.85 0.97 0.92 0.83 0.71 0.80

bert-web-bg 0.08 0.95 0.96 0.96 0.98 0.98 0.93 0.96 0.92

SOTA x x x 0.96 0.98 0.98 0.92 0.97 0.91



Tokenization - GPT-NEWS-BG

• Pre-training of Bite Pair Tokenizer on the data
• Vocab size = 50 000
• https://huggingface.co/usmiva/gpt-web-bg

https://huggingface.co/usmiva/gpt-web-bg


Training Stats - GPT-NEWS-BG
• embd_pdrop:0.1
• eos_token_id:50256i
• nitializer_range:0.02
• layer_norm_epsilon:0.00001
• n_embd:768
• n_head:12
• n_layer:12
• n_positions:1024
• resid_pdrop:0.1
• vocab_size:50257



Carbon Footprint

• NVIDIA V100 - 2x32G cores
• BG-NEWS-BERT ~ 78h of training
• BG-NEWS-GPT ~ 800h of training



Bias and Limitations
• Gender bias tests



Bias and Limitations
• Gender bias tests



Bias and Limitations
• Race bias tests



Bias and Limitations
• GPT-NEWS-BG



Bias and Limitations

• No general knowledge of the world, just the news domain
• Need more testing on downstream tasks
• Limited date range
• Limited hardware resources



Conclusions

• We have trained BERT and GPT2 language models for Bulgarian
• The models are free of expected biases like gender biases, race biases
• The models are used for NER task
• The main usage of them is to support basic NLP tasks for construction 

of better datasets for training new language models



Future Work

• Collection of datasets for training and evaluation of Bulgarian LMs
• General GPT for Bulgarian
• Instructions dataset
• Biases dataset
• RLHF in Bulgarian
• Language Models with various architecture, parameter space, 

optimizations
• Integration of Text and Image Data
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